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Background
In this course, philosophy will be interpreted as the conceptual design of cogent and relevant answers to open questions of a foundational nature. In the case of the philosophy and ethics of information (PEI), the questions concern the conceptual nature and basic principles of information, including its dynamics, utilisation, and sciences, and the elaboration and application of an information-theoretical approach to classic and new philosophical problems. The course has three goals. It explains what PEI is, its problems, approaches, and methods. It introduces some key concepts and phenomena related to information. And it seeks to answer some crucial theoretical questions of great philosophical significance prompted by the development of the information society. No prior knowledge of philosophy, ethics or logic is presupposed, but some preparatory readings are recommended (see below).

Key Themes
- The Information Revolution.
- Open questions in the philosophy and ethics of information.
- The method of abstraction.
- The nature and logic of information.
- Digital ethics as a new form of environmentalism.
- The ethics of data
- The ethics of algorithms
- Cyberconflicts

Learning Objectives
At the end of this course students will
- have obtained a critical understanding of the basic problems, concepts and methodology of the philosophy and ethics of information;
- know how to analyse the conceptual nature of fundamental information-theoretic phenomena;
- be able to formulate research questions that are amenable to philosophical analysis and use relevant conceptual tools to design cogent answers to them;
- understand how new ethical challenges arise from the development of digital environments
and unprecedented forms of agency and what approaches may be fruitful in order to deal with them;
- be familiar with important work on the philosophy and ethics of information authored by distinguished researchers in the field.

Teaching Arrangements
There will be eight weekly two-hour classes. The classes will meet in weeks 1-4 and 6-9 of Hilary term.

Note
Students should note that over the course of the year, small changes may be made to the content, dates or teaching arrangements set out in this reading list, at the course provider's discretion. These changes will be communicated to students directly and will be noted on the internal course information website.

Summative Assessment
Assessment is by a single essay not to exceed 5000 words in length, details of which will be released to students at noon on Monday Week 1 Hilary Term (15 January) via the Assignment Submission Weblearn site. This essay must be submitted via WebLearn by 12 noon on Monday, Week 1 of Trinity Term (23 April).

Formative Assessment
Students will be required to write one short essay. The advised length is 2000-2500 words. This essay will provide a means for students to obtain feedback on the progress they have achieved. Additional details will be given the first week of class.

Submission of Assignments
The summative assignment for this course is due on Monday of Trinity Term Week 1 (23 April) by 12.00pm and should be submitted electronically via the Assignment Submission WebLearn Site. The assignment should also be submitted electronically by 5:00 pm on the same day to teaching@oii.ox.ac.uk. If anything goes wrong with your submission, email teaching@oii.ox.ac.uk immediately. In cases where a technical fault that is later determined to be a fault of the Weblearn system (and not a fault of your computer) prevents your submitting the assessment on time, having a time stamped email message will help the Proctors determine if your assessment will be accepted. Please note that you should not wait until the last minute to submit materials since Weblearn can run slowly at peak submission times and this is not considered a technical fault.

Full instructions on using WebLearn for electronic submissions can be found on Plato under General Information. There is also an FAQ page on the Assignment Submission WebLearn Site.

Please note that work submitted after the deadline will be processed in the standard manner and, in addition, the late submission will be reported to the Proctors' Office. If a student is concerned that they will not meet the deadline they must contact their college office or examinations school for advice. For details on the regulations for late and non-submissions please refer to the Proctors website at https://www.admin.ox.ac.uk/proctors/examinations/candidates/.

Any student failing this assessment will need to follow the rules set out in the OII Examining Conventions regarding re-submitting failed work.

General Readings
Information and communication technologies (ICTs), their related sciences, the issues they generate, and the society they are shaping are all changing very quickly and deeply, so texts about such topics soon become outdated. The following reading list seeks to provide a balance between (a) recent texts that are up to date, (b) classic texts that have withstood the test of time, and (c) texts that are less likely to have been encountered in other courses for this degree. Texts in bold are set references and the only compulsory readings for this course, whereas (*) denotes a more advanced text.
Philosophy and Ethics of Information: the lectures will be based on the following four books, but only two, in bold, will serve as set references: (Floridi 2010c), (Floridi 2011)*, (Floridi 2013a)*, (Floridi 2014a). (Floridi 2003) is an introduction to the philosophy of information and computing that is now getting old. (Floridi forthcoming) may become available in time for the course. The Society for the Philosophy of Information publishes the following open access textbook: (Illari 2012).

Philosophy: (Russell 2001) is a classic, short introduction to some philosophical problems by one of the greatest philosophers of the twentieth century. It is useful in order to become acquainted both with some crucial issues in the field and with an abstract style of thinking. Of the many textbooks that introduce philosophical methods, (Baggini and Fosl 2010) provides an accessible and fairly comprehensive overview. Philosophical dictionaries and encyclopaedias can serve as useful references to check concepts, theories, authors, terminology etc. that appear throughout the course. Almost any will do, but (Flew and Priest 2002) is recommended. The Stanford Encyclopedia of Philosophy is excellent, online and free, (Craig 1998) is an exhaustive encyclopaedia; the version online is regularly updated.

Ethics: (Benn 1998) is a bit old but still a good introduction; (Deigh 2010) is more recent but does not cover applied ethics; on this a good reference is (Ryberg, Petersen, and Wolf 2007), see also (Driver 2007). (Floridi 2010a) is a recent handbook on information and computer ethics.

Classics: the following texts are must-read for anyone interested in the philosophy and ethics of information, (Turing 1936) and (Turing 1950), see (Turing 2004); (Shannon and Weaver 1949 rep. 1998); and (Wiener 1954), (Wiener 1961), (Wiener 1964), and (Simon 1996).

Artificial Intelligence: a standard reference book is (Russell and Norvig 2010), to be consulted. Two philosophical books about AI are: (Copeland 1993), a bit old now, but still very insightful, and (Walmsley 2012). The book by the father of ELIZA is also worth reading (Weizenbaum 1976).

Computation: this is another field with a huge number and variety of introductions. For this course, (St. Amant 2013) is a good choice. (Sipsier 2012)* is a very authoritative text for anyone interested in a more mathematical approach to computation; (Boolos, Burgess, and Jeffrey 2007)* is the text for anyone interested in a more logico-philosophical approach. Both require knowledge of discrete mathematics and first order logic.

Logic: there is a huge number and variety of introductory textbooks about mathematical logic. The following is recommended for the course: (Nolt et al. 2012), an abridged version of (Nolt, Rohatyn, and Varzi 2011). For many years (Hodges 2001) was synonymous with logic for any student in Oxford taking a first course in the subject; (Jeffrey and Burgess 2006)* covers the same material but more technically and systematically; so does (Smullyan 2014), which is almost a classic. (Priest 2000) and (Papineau 2012)* introduce philosophical issues in logic; (Huth and Ryan 2004)* and (Loveland, Hodel, and Sterrett 2014)* cover logic in computer science.

Mathematics: there is no royal road to geometry, as Euclid once remarked, nor to mathematics in general, but the following texts can help to make a few steps in the right direction: (Haggarty 2001) and (Makinson 2008) provide a solid foundation useful for this course, (Devlin 1981) is shorter and still very good.

Information Theory: few introductory texts to information theory do not require some expertise in mathematics, computation, or logic. (Pierce 1980) is old but still one of the most accessible books on the topic. (Floridi 2010c) is a much shorter and more recent alternative; see also(Bremer and Cohnitz 2004) Popular books on the nature of information and the history of information technologies include (Brown and Duguid 2002), (Baeyer 2003), and more recently (Gleick 2011). (Goldstine 1972) remains a classic with regard to the history of computers.
**Week 1: The Fourth Revolution**  
Instructor: Prof. Luciano Floridi

ICTs are not just tools merely modifying how we deal with the world, like the wheel or the engine. They are above all formatting systems, which increasingly affect how we conceptualise reality, how we relate to it, how we see ourselves, and how we interact with each other. In this lecture, we shall discuss the information revolution as a fourth revolution (Turing’s, after Copernicus’, Darwin’s and Freud’s), and analyse some of its long-term implications.

**Essential Reading:** (Floridi 2014a), chapters 1-5.

**Optional Reading:** (Floridi 2010b) chapter 1 is an overview of the same topics. *The Onlife Manifesto*, in (Floridi 2014b), please note that this is also freely available online as open access; (Bolter 1984); (Bynum and Moor 1998), esp. chapter 1.

**Week 2: Digital Ethics as E-nvironmental Ethics**  
Instructor: Prof. Luciano Floridi

Moral life is a highly information-intensive game, so any technology that radically modifies the “life of information” is bound to have profound moral implications for any moral player. ICTs, by radically transforming the context in which moral issues arise, not only add interesting new dimensions to old problems, but lead us to rethink, methodologically, the very grounds on which our ethical positions are based. This lecture introduces Digital Ethics as a general approach to moral issues by comparing it to environmental ethics.

**Essential Reading:** Floridi, Luciano and Taddeo, Mariarosaria, What is Data Ethics? Phil. Trans. R. Soc. A, Volume 374, Issue 2083, December 2016. Available at [https://www.academia.edu/30234860/What_is_Data_Ethics](https://www.academia.edu/30234860/What_is_Data_Ethics); (Floridi 2010a), chapters 1-5; for a quick overview, covering the same topic, see (Floridi 2010c), chapter 8 and the Epilogue; (Floridi 2014a), chapter 10.

**Optional Reading:** (Castells 2000); (Floridi 2013a)*, chapters 1-2, 4-6.

**Week 3: Agency and Power**  
Instructor: Prof. Luciano Floridi

The post-Westphalian Nation State developed by becoming more and more an Information Society. However, in so doing, it progressively made itself less and less the main information agent, because what made the Nation State possible and then predominant, as a historical driving force in human politics, namely ICTs, is also what is now making it less central, in the social, political and economic life of humanity across the world. ICTs fluidify the topology of politics. They do not merely enable but actually promote (through management and empowerment) the agile, temporary and timely aggregation, disaggregation and re-aggregation of distributed groups around shared interests across old, rigid boundaries represented by social classes, political parties, ethnicity, language barriers, physical barriers, and so forth. This is generating a new tension between the Nation State, still understood as a major organisational institution, yet no longer monolithic but increasingly morphing into a multiagent system itself, and a variety of equally powerful, indeed sometimes even more politically influential and powerful, non-Statal organisations. This lecture discusses such a tension and how an information society could be designed to take full advantage of the socio-political progress made so far, while being able to deal successfully with the new global challenges (from the environment to the financial markets) that are undermining the legacy of that very progress.

**Essential Reading:** (Floridi 2014a), (Floridi 2014f).

**Optional Reading:** (Steger 2013); (Webster 2014). The following classics are available in many editions, some of which are free online, in brackets are the editions that are recommended for this course because of their scholarly apparatus: Locke, *A Letter concerning Toleration* (Locke 1991); Mill,
Week 4: Conflicts in Information Societies, Normative Challenges
Instructor: Dr Mariarosaria Taddeo

A relation of mutual influence exists between the way conflicts are waged and the societies waging them. Much like other social activities, conflicts mirror the values of societies while relying on their technological and scientific developments. In turn, the principles endorsed to regulate conflicts play a crucial role in shaping societies. The same mutual relation exists between information societies and cyber conflicts, making the regulation of the latter a crucial aspect contributing to shape current and future information societies. This lecture will focus on the normative problems that cyber conflicts pose, analyse the limits of existing approaches to address these problems, and describe new normative frameworks to regulate cyber conflicts.

Essential Reading: (Taddeo 2014), (Taddeo 2016), (Schmitt 2013), (Ryan 2017)

Optional Reading: (Hoisington 2009), (Lucas 2012), (Dipert 2013) (Cornish 2016)

Week 5: Break

Week 6: The Ethics of Biomedical Big Data
Instructor: Dr Jenny Krutzinna

Data is increasingly being collected in all areas of our lives. When it comes to biomedical data, this is especially problematic, because it concerns a particularly sensitive aspect: our health. This has wide-ranging implications for all of us: In no other context is the conflict between individual and public interests so stark, because on the one hand, there are important privacy rights that warrant protection, and on the other hand, there is a moral imperative to improve the health of all. In the Western world, demographic changes and the resulting aging population put a strain on public health systems, leading to political pressures to manage health care costs more efficiently. Developing strategies for more effective prevention, diagnosis and treatment of ill-health have become a priority for local governments, with much hope being placed in big data analytics to provide insight into disease determinants. In the developing world, biomedical big data is hoped to help in the prevention and management of infectious diseases, and in improving health outcomes for a wider population.

New technologies and data-driven services promise to deliver the pathway to more effective disease-management. The greatest expectations appear to be placed in the growing fields of epigenetics and epigenomics. The Chief Medical Officer recently called for the NHS to deliver “the genomic dream” in the treatment of cancer patients. At the same time, private corporations are marketing aggressively to individuals to have their genome sequenced and to track their biological functions and lifestyle. Calls are being made to widely share such data in order to advance medicine and improve public health, leading to increasing concerns about privacy, confidentiality and individual autonomy with regard to one’s medical data. This lecture and seminar will explore the conflicting interests in the context of
health, and consider ethical approaches to balancing such interests in an increasingly interconnected and data-driven health system.

Essential Reading: (Mittelstadt and Floridi 2016), (Vayena et al. 2015), (Nuffield Council on Bioethics 2015), (“Chief Medical Officer Annual Report 2016: Generation Genome - GOV.UK” 2017) Chapter 1
Optional Reading: (Aicardi et al. 2016)
Emerging ethical issues regarding digital health data. On the World Medical Association Draft Declaration on Ethical Considerations Regarding Health Databases and Biobanks

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4856186/

Week 7: Ethics, Law and AI – Opening the Black Box
Instructor: Dr Sandra Wachter

We are increasingly being evaluated and assessed by machines. This alone is not a problem. It could help to make fairer and more accurate decisions; it may prove to be the case, for example, that algorithms can make less biased decisions than humans if programmed well or fed neutral data. It only becomes a problem when we do not understand how the algorithm reached its conclusion and the actions that are based on these conclusions adversely affect us, such as being fired, denied parole, or declined insurance. We have a tendency to trust these technologies more than human assessment, simply because they consider lots of data points and we see them as ‘smart’ or ‘intelligent’, even though they are often opaque ‘black boxes’ that are difficult to scrutinise. Healthcare, job market, and the criminal justice sector are areas that affect us massively. When a decision is taken about us in these areas, it is natural to want to make sure the decision is fair—that we are not being discriminated against or unfairly being treated different than others. This lecture and seminar will explore the regulatory efforts to ensure fair, transparent, and accountable algorithms and shed light on the current legislative difficulties.

Essential Reading: On ethical challenges in the use of algorithms – (Mittelstadt et al., 2016); (Wachter et al., 2017); Wachter et al., 2016); Barocas and Selbst 2016).


Week 8: Ethics of Algorithms
Instructor: Dr Brent Mittelstadt

In information societies, operations, decisions and choices previously left to humans are increasingly delegated to algorithms, which may advise, if not decide, about how data should be interpreted and what actions should be taken as a result. More and more often, algorithms mediate social processes, business transactions, governmental decisions, and how we perceive, understand, and interact among ourselves and with the environment. But despite their importance and potential benefits, decision-making algorithms also raise many ethical concerns. Often, the decisions made by algorithms are based on evidence that is inconclusive, produced with inscrutable methods, and potentially misguided. Problems can arise from biases and flaws in both input data and decision-
making models. Even when a sound evidence base exists, algorithmic decision-making can produce unfair or discriminatory outcomes, and have transformative effects on how individuals and society. Defining and enforcing standards of algorithmic fairness are fundamentally normative tasks, requiring reconciliation between potentially incompatible notions of fairness, privacy, equality, and other core ethical concepts. Determine which individuals, institutions, and artificial agents should be held accountable for the effects of algorithmic decision-making presents an overarching challenge. This lecture will provide an overview of ethical issues arising from decision-making algorithms in modern information societies. Specific attention will be given to algorithmic accountability pursued via pre-deployment ethical certification mechanisms, and post-deployment ethical auditing. Potential gaps between current work on ethical certification and auditing of algorithmic systems, and existing work in philosophy, ethics, and social theory will be discussed.

**Essential Reading:** (Mittelstadt et al. 2016); (Sandvig et al. 2014); (Romei and Ruggieri 2014); (Friedler et al. 2016)


**Week 9: The Ethics of Attention and Persuasion**

**Instructor:** Mr James Williams

When information becomes abundant, attention becomes the scarce resource. Today, the capture and exploitation of scarce human attention is the dominant business model, and therefore the central design goal, of most of the digital products and services we use. In the so-called ‘attention economy,’ the most ‘persuasive’ designs are the ones that ultimately win—and, given the intense, global nature of the competition for our attention, they must increasingly exploit our psychological vulnerabilities to have any chance of succeeding. To date, ethical analysis of digital technology has largely focused on questions related to the management of our information; very little, by comparison, has addressed the challenges posed by this industrial-scale management of our attention. As a result, the harms of persuasive design have been erroneously minimized as minor ‘distractions’ or ‘annoyances.’ While in the short term these influences can indeed ‘distract’ us from doing what we want to do, in the longer term they can distract us from living the lives we want to live, or, even worse, undermine our capacities for reflection and self-regulation, making it harder, in the words of Harry Frankfurt, to ‘want what we want to want.’ As a result, the digital attention economy poses major ethical challenges for user freedom and self-determination. This lecture and seminar will provide an overview of the current state of research in this emerging area, as well as a discussion about potential ‘infraethical’ interventions that could serve to realign the attention economy with true human needs and interests.

**Essential Reading:** (Simon, H. 1971); (Broadbent, S., & Lobet-Maris, C. 2015); (Berdichevsky, D., & Neuenschwander, E. 1999); (Verbeek, P. P. 2009);(Williams, J. 2016).


List of Readings


https://pdfs.semanticscholar.org/1d17/4f0e3c391368d0f3384a144a6c7487f2a143.pdf


http://journals.plos.org/plosmedicine/article?id=10.1371/journal.pmed.1001937
http://digitalethicslab.oii.ox.ac.uk/sandra-wachter/#tab-7456a56b194183e7f18
